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Abstract

This paper presents an algorithm for implementing optimal hardware-based multicast trees, on networks that provide hardware support for collective communication. Although the proposed methodology can be generalized to a wide class of networks, we apply our methodology to the Quadrics network, a state-of-the-art network that provides hardware-based multicast communication. The proposed mechanism is intended to improve the performance of the collective communication patterns on the network, in those cases where the hardware support can not be directly used, for instance, due to some faulty nodes. This scheme provides significant reduction on multicast latencies compared to the original system primitives, which use multicast trees based on unicast communication. A backtracking algorithm to find the optimal solution to the problem is presented. In addition, a greedy algorithm is presented and shown to provide near optimal solutions. Finally, our experimental results show the good performance and scalability of the proposed multicast tree in comparison to the traditional unicast-based multicast trees. Our multicast mechanism doubles barrier synchronization and broadcasts performance when compared to the production-level MPI library.

1 Introduction

High-performance and scalable collective communication is an important factor to achieve good performance and improve resource utilization of a parallel computer. On the one hand, this becomes particularly important if it is considered that scientific codes spend a considerable part of their run time, in some cases up to 70\%, executing collective communication \[14\]. On the other hand, resource management greatly conditions the efficient utilization of a parallel machine. Many recent research results show that job scheduling algorithms can substantially...
improve scalability, responsiveness, resource utilization, fault tolerance and usability of large-scale parallel computers [1, 8, 11]. In [9] it is shown that, using an optimized implementation of a small set of mechanisms, typical resource management operations can be significantly improved (i.e. scheduling two orders of magnitude faster than the best previously reported results). Those mechanisms, which are soon to be common in modern high-performance interconnects, rely on a number of hardware features provided by the underlying network. Among them, high-performance hardware-based collective communication primitives have been proven to be particularly important [9].

The Quadrics interconnection network (QsNET) [12], is being used by some of the most powerful computers in the world (six among the top 10 in the Top500 list[1]). As shown in [13], although the QsNET shows an outstanding collective communication performance, it is limited to the case where the destination nodes are consecutive. A single gap in the destination nodes for a collective communication, i.e. due to a single faulty node or to a job scheduling decision, makes the hardware support for collective communication completely unusable. A unicast-based multicast is used instead, with a significant performance penalty (two times slower barrier, and eight times slower broadcast on a 32-node cluster [4]). This effect increases with the network size, since the hardware mechanisms provide very good scalability while the software-based primitives show a logarithmic performance degradation.

The above limitation becomes particularly relevant if we consider that clusters of workstations with thousands of nodes are becoming increasingly popular as high-performance computing platforms. Currently, 6 machines among the top 10 in the Top500 list are clusters. Those systems, with so many components, have a MTBF which is proportionally reduced as the number of components increases. As an example, in [10] it is shown that fault-tolerance becomes a key factor in systems such as BlueGene/L, with 64K processors.

The above scenario shows, on the one hand, that high-performance and scalable collective communication support is becoming increasingly important in the high-performance computing arena. On the other hand, the network performance must not degrade drastically when the nodes allocated to a job are not consecutive; i.e. due to the presence of faults or when the machine is fragmented after having been allocated to multiple parallel jobs.

In order to overcome these constraints, a new multicast mechanism, which is intended to enhance multicast transmissions in those cases where the hardware support is not directly usable, is presented in this paper. This technique uses a multicast tree to distribute the data among all the destinations, but with the particular feature that each message is a hardware multicast. Several open problems have been addressed: first, multiple broadcasts in parallel may lead to a deadlock [7]; and, second, the network serializes all the broadcasts through a tree [13]. On the other hand, it is shown that our strategy is likely to provide performance figures very close to those provided by the original hardware mechanisms, significantly outperforming the behavior of the unicast-based multicast when the number of destinations is high.

The rest of the paper is organized as follows. Section 2 presents the point-to-point routing mechanisms used by the QsNET, while Section 3 describes the network support for collective communication. Section 4 presents the hardware-based multicast trees developed by us and Section 5 proposes two algorithm implementations to obtain multicast trees. Section 6 discusses the experimental results and provides insight onto several aspects of the proposed algorithms. Finally, in Section 7 some conclusions are drawn and future directions are given.

http://www.top500.org/list/2003/06/
2 Routing issues

The Quadrics network is a butterfly bidirectional multistage interconnection network based on 4 x 4 switches (called Elite), which can be viewed as a quaternary fat-tree. A quaternary fat-tree belongs to the more general class of the \( k \)-ary \( n \)-trees [15]. A quaternary fat-tree of dimension \( n \) is composed of \( 4^n \) processing nodes and \( n \cdot 4^n - 1 \) switches interconnected as a delta network, and can be recursively built by connecting four quaternary fat trees of dimension \( n - 1 \). It uses wormhole switching, with two virtual channels per physical link, source-based routing, and adaptive routing. Some of the most important aspects of this network are: the integration of the local memory (either in the NIC or in the host) into a distributed virtual shared memory, the support for zero-copy remote DMA transactions and the hardware support for collective communication.

The routing information is attached to the header before injecting the packet into the network and is composed of a sequence of switch link tags. As the packet moves inside the network, each switch removes the first routing tag from the header, and forwards the packet to the next switch in the route or to the final destination. The routing tag can identify either a single output link (used for unicast communication) or a group of adjacent links (used for multicast communication).

The transmission of each packet is pipelined into the network using wormhole switching. At link level, each packet is partitioned in smaller units called flits (flow control digits) [5] of 16 bits. The header flit opens a circuit between source and destination, and this path stays in place until the destination sends an acknowledgement to the source. At this point, the circuit is closed by sending an EOP token.

Minimal routing between any pair of nodes is accomplished by sending the message to one of the nearest common ancestor switches and from there to the destination. In this way, each packet experiences two routing phases: an adaptive ascending phase (in forward direction) to get to a nearest common ancestor, where the switches forward the packet through the least loaded link; and a deterministic descending phase (in backward direction) to the destination.

3 Collective communication on the Quadrics network

The hardware multicast capability of the network allows packets to be sent to multiple destinations. The Elite switches can forward a packet to several output ports, with the only restriction that these ports must be contiguous. In this way, a group of adjacent nodes can be reached by using a single hardware multicast transaction.

The routing phases for multicast packets differ from those defined for unicast packets. With multicast, during the ascending phase the nearest common ancestor switch for the source node and the destination group is reached. After that, the turnaround routing step is performed and, during the second routing phase, the packet spans the appropriate links to reach all the destination nodes.

A situation where multiple multicast packets proceed in parallel may lead to deadlock [7]. For this reason, in order to guarantee deadlock-freedom, several limitations apply to the routing of multicast packets. These restrictions are based on the concept of Broadcast Tree and Root Switch:

**Definition 1** A Broadcast Tree, in a fat-tree network topology, is composed of the links and switches that provide a descending path between the top leftmost switch in the network and all the nodes.
It can also be defined as the links and switches that provide an ascending path between all the nodes and the top leftmost switch.

Figure 1(a) shows the default broadcast tree for a 16-node network (dashed lines).

**Definition 2** A *Root Switch* for any given group of nodes refers to the nearest common ancestor switch which belongs to the broadcast tree for that group of nodes.

Figure 1(c) shows the root switch (filled) for the groups highlighted in gray and black.

The Elite switches serialize incoming multicast packets if there is some overlap among the requested output ports, otherwise they can proceed in parallel. When sending a multicast packet, the root switch is used to perform the turnaround routing. Thus, at this point, the packet starts to be replicated to several output ports. In the QsNET, a multicast packet can only take paths included in the broadcast tree. According to this, only switches that are included in the broadcast tree are allowed to be used as root switches by the system routing tables and the switches configuration. In this way, simultaneous multicasts are serialized through the root switch and, therefore, deadlocks are avoided.

A communication example which involves two multicast groups is presented in Figure 1(b). The gray and black nodes represent two groups with a partial overlap of destinations, the leftmost node in each group being the source. Let’s assume that both sources send a packet to its group, and both packets arrive to the root switch (second stage leftmost switch) at the same time with the same priority. As there is overlap on the requested output ports, the switch arbiter only allows one packet to proceed (black packet, Figure 1(c)), while the other one is blocked until its resources are available (gray packet, Figure 1(d)).

For a multicast packet to be successfully delivered, a positive acknowledgement must be received from all the recipients of the multicast group. The Elite switches combine the acknowledgements, as pioneered by the NYU Ultracomputer [2, 16], returning a single one to the source. Acknowledgements are combined in a way that the “worst” ack wins (a network error wins over an unsuccessful transaction, which on its turn wins over a successful one), returning a positive ack only when all the partners in the collective communication complete the distributed transaction with success.

### 4 Hardware-based multicast trees

As stated in Section 3 the Quadrics network hardware support for collective communication can only be used when all the destination nodes are contiguous. Otherwise, a software-based multicast algorithm based on a balanced tree is used [13]. This approach provides significantly lower performance than the hardware-based multicast since it is based on point-to-point messages.

In order to overcome the hardware multicast limitations and provide high-performance collective communication, a hardware-based multicast tree technique has been presented in [6]. This technique uses a multicast tree to distribute the data among all the destinations, but with the particular issue that each message is a hardware multicast. In this way, the source node sends a multicast message to a subset of contiguous destinations, each of which forwards the message to another subset. Eventually, all destinations will receive the message. A key factor to achieve the best possible performance is the parallel transmission of as many multicast transactions as possible, once a subgroup of adjacent destinations has received a copy of the message. It is worth noting that, for the correct operation of this mechanism, deadlock-freedom has to be guaranteed. This mechanism is likely to provide significant performance improvements when
the number of destinations is high and there are a few gaps in the group allocation (e.g., due to some faulty nodes).

Figure 2 shows an example comparing the behavior of the original software-based tree (Figure 2(a)), used by the Quadrics system software, and the proposed hardware-based tree (Figure 2(b)). The example considers a multicast group composed of 13 non-adjacent nodes. In the software tree, once each node receives the message from its parent, it forwards one copy to each one of its children. In the hardware tree, the source node sends a hardware multicast to one subgroup of adjacent nodes and, after that, each node in the subgroup forwards the message to another subgroup. The sequence of multicast steps for the hardware-based tree is shown in Figure 3. Figure 3(a) shows the first step and Figure 3(b) shows the second step. As can be seen, the hardware tree provides, in general, lower tree depth and thus lower latency. Nevertheless, the performance of the hardware-based tree relies on the possibility of parallelizing the hardware multicasts that are to be sent during the same tree step.

In order for several hardware multicast messages, with different sources, to proceed in par-
allel without collisions among them, several routing restrictions have to be taken into account:

- All multicast messages must follow the broadcast tree once the replication to several output ports at some switch starts. In other words, the root switch for any given multicast subset must belong to the multicast tree. In this way deadlocks are avoided. The root switches used during the two multicast steps of the described example are highlighted in Figure 3.

- Given two multicast operations with different sources and destinations, they can proceed in parallel (that is, with no serialization at any switch or link) only if they do not share any link. That is the case for the three parallel hardware-based multicasts shown on Figure 3(b).

![Figure 2: (a) Software- and (b) hardware-based multicast trees.](image)

![Figure 3: Hardware-based multicast tree: (a) first step; (b) second step.](image)
5 Hardware-based multicast tree algorithm

Obtaining the optimal (minimum depth) hardware-based multicast tree for any given problem is not a simple task. There is no rule to select the set of destination nodes, to be reached at each tree step, that guarantees an optimal solution. For this reason, two different algorithms have been developed: a backtracking algorithm and a greedy algorithm. The backtracking approach explores all the solutions for any given problem in order to find the optimal one. The computational cost of such an algorithm is exponential, and thus impractical for a real implementation. On the other hand, the greedy approach applies some heuristics to find a good solution, but does not guarantee that the optimal tree will be found. Nevertheless, the number of iterations of the greedy algorithm is proportional to the tree depth, leading to a practical implementation with an extremely low computational cost.

5.1 Preliminary considerations

As it has been described in Section 4, a hardware-based multicast tree step consists, in general, of a set of parallel hardware multicasts sent by a number of nodes to disjoint sets of contiguous destinations. After the necessary number of steps, all the destinations will be reached. An optimal tree, in terms of latency, has the minimum number of steps, as shown in [3].

For an optimal solution to be found, all the alternative multicast trees should be explored. That is, at each tree step, all the alternative destination sets of contiguous nodes, reachable in parallel by the nodes that have a copy of the message during that step, have to be checked. And from those destinations, all the combinations of destinations that can be reached during the next step, and so on. This approach has an intrinsically exponential cost. A preliminary analysis of the problem indicates that there is no algorithm (or rule) that makes it possible to find, in general, an optimal multicast tree with logarithmic cost, that is, proportional to the tree depth. For this reason, two different algorithms have been developed:

- a backtracking algorithm, Algorithm 1, that explores all the solutions, providing an optimal solution to the problem (Section 5.2). This algorithm is optimized by stopping and backtracking as soon as the current partial solution cannot improve the best solution already found.

- a greedy algorithm, Algorithm 2, that takes a decision at each tree step, providing an optimal or near-optimal solution with small computational cost (Section 5.3). This algorithm uses an heuristic to select the appropriate sequence of groups to be reached during each step of the multicast tree.

5.2 Backtracking algorithm

As a refinement of exhaustive search, a backtracking algorithm builds a feasible solution incrementally. A solution is a sequence of decisions that defines the set of groups of adjacent nodes that are reached at each tree step (an example is shown in Figure 2(b)). After a first solution to the problem is found, only partial solutions that improve the current best solution are explored. In this way, the depth of the search tree is reduced.

As it has been stated, a hardware-based multicast tree is composed of one or more steps. During each step of the tree, one or more hardware-based multicast transactions are transmitted in parallel from the nodes that already received the message to groups of adjacent nodes
still waiting for the message. The proposed backtracking algorithm (Algorithm 1) is based on
the sequential checking of all possible combinations of groups of adjacent nodes reachable in
parallel from the nodes that received the message at a previous tree step. In this way, the al-
gorithm selects a combination of as many groups as the number of source nodes (nodes that
already received the message) out of the set of pending destination groups (tag in Algorithm
1). It is worth noting that the proposed multicast mechanism relies on the parallel transmission
of hardware-based multicast messages during each tree step. For this reason, at this point it is
checked if the selected combination of destination groups can be reached in parallel from the
sources (there is no overlap among their routes) . If the selected groups are not reachable in
parallel, they are split into smaller groups in such a way that the routing overlaps are removed
and an overlap-free set of destination groups is chosen . In this way, at each tree step as many
destination groups as nodes which already received a copy of the message are reached in paral-
lel . Later, the source and destination lists are updated accordingly, and, if there are pending
destinations, a recursive call is made to explore the next tree step . Eventually, the algorithm
finds a sequence where all the destinations are reached, that is, a solution to the problem .
Next, additional solutions to the problem are explored by repeating the above procedure with
different combinations of groups .

The algorithm is implemented in such a way that, once the first solution is obtained, only
solutions that may improve the best solution found are explored . A further refinement of this
algorithm is obtaining a good first solution. In this way, the better solutions space is significantly
reduced. The heuristic used to find a good solution for the first iteration of the algorithm, con-
sists of sorting the original list of groups of adjacent nodes in decreasing order of sizes (groups
with equal sizes are reverse-ordered according to their root switch level). This heuristic is de-
scribed in detail in Section 5.3, since it was originally devised for the greedy algorithm.

As stated in the Algorithm 1 description above, in order for the parallel reachability of a given
set of destination groups from a given set of source nodes to be checked, two conditions are
verified: backward routing overlap and forward routing overlap. If any link overlap exists, ei-
ther during the forward routing phase or during the backward routing phase of two or more hardware-based multicast transactions, then the set of pre-selected destinations would
not be reachable in parallel from the sources (the transactions would be serialized through the
overlapping switches). These dependencies can be removed by splitting one or more groups of
adjacent nodes into smaller groups. The overlap resolution mechanism could have been imple-
mented by trying all the possible combinations of groups splitted into all the possible ways. But
this would have increased the computational cost of the backtracking algorithm to even higher
levels. An approach that takes into account the specific properties of the overlaps has been used
instead (the detailed procedure for doing so is described below).

5.2.1 Backward routing overlap

Backward routing overlap occurs when there is overlap among the broadcast trees of the selected
groups of nodes. It has to be mentioned that the backward routing overlap does not depend on
the source nodes, since it appears on the backward routing phase, which always follows paths
included in the broadcast tree (Section 3) of the destination groups.

Let \([x - x']\) denote a group of adjacent nodes from node \(x\) to node \(x'\), \([x - x'] = \{i \mid x \leq i \leq x'\}\). Let \([x_1 - x_1'], [x_2 - x_2'], \ldots, [x_n - x'_n]\) denote a set of \(n\) groups of adjacent nodes.

Given two groups of adjacent nodes \([x - x']\) and \([y - y']\), a backward routing overlap exists at
level \(l\) if and only if:
Algorithm 1: optimal tree using backtracking

Procedure optimal_tree

Input: the source nodes list (srcs), the destination nodes list (dests),
the sublist of destination nodes to be tested (dests_to_try),
Output: the partial solution being obtained (sol),
the steps of the partial solution being obtained (steps),
the best found solution (best_sol),
the steps of the best found solution (best_steps)

Note: the destination nodes list is sorted before the initial call
according to number of nodes and root switch level

begin
  copy srcs, dests, dests_to_try lists to local variables
  while (!last_combination && steps < best_steps-1))
  {
    dests_to_try = next combination of |srcs| groups out of dests_to_try
      (update last_combination)
    if backward_routing_overlap( dests_to_try )
    {
      /* generate two alternative lists where the overlap is removed */
      backward_routing_overlap_resolution(dests_to_try, left_try, right_try)
      /* check two alternative branches of the solutions tree */
      optimal_tree(srcs, dests, right_try, sol, steps, best_sol, best_steps)
      optimal_tree(srcs, dests, left_try, sol, steps, best_sol, best_steps)
    }
    else if (forward_routing_overlap(srcs, dests_to_try, limited_level))
    {
      foreach group in dests_to_try with level >= limited_level
      {
        /* generate an alternative list where the overlap
          is likely to be removed */
        dests_to_try = split_a_group(dests_to_try,group)
        optimal_tree(srcs, dests, dests_to_try, sol, steps, best_sol, best_steps)
      }
    }
    else
    {
      /* groups in dests_to_try are reachable in parallel,
         account for a new tree step */
      steps++
      /* update dests and srcs according to reached groups */
      update_dests(dests, dests_to_try)
      update_srcs(srcs, dests_to_try)
      update_solution(sol)
      if (dests != ∅) /* still pending destinations */
      {
        optimal_tree(srcs, dests, dests, sol, steps, best_sol, best_steps)
      }
      else if (steps < best_steps)
      { /* a better solution is found */
        update_solution(best_sol, sol)
      }
    }
  }
  /* explore an alternative branch of the solutions tree */
  steps--
  copy srcs, dests, dests_to_try lists to local variables
end
both groups use at least two links of the broadcast tree at level \( l \), \((\lfloor \frac{x}{4^l} \rfloor \neq \lfloor \frac{x'}{4^l} \rfloor) \land (\lfloor \frac{y}{4^l} \rfloor \neq \lfloor \frac{y'}{4^l} \rfloor)\), and,

both groups share one of those links, \((\lfloor \frac{x}{4^l} \rfloor = \lfloor \frac{y}{4^l} \rfloor) \lor (\lfloor \frac{x'}{4^l} \rfloor = \lfloor \frac{y'}{4^l} \rfloor)\).

where \([x]\) indicates the immediate lower integer of \(x\), and \(l\) refers to a switch level, being level 0 that where the nodes are attached to. The condition for backward routing overlap is given by:

\[
\left( \lfloor \frac{x}{4^l} \rfloor \neq \lfloor \frac{x'}{4^l} \rfloor \right) \land \left( \lfloor \frac{y}{4^l} \rfloor \neq \lfloor \frac{y'}{4^l} \rfloor \right) \land \left( \left( \lfloor \frac{x}{4^l} \rfloor = \lfloor \frac{y}{4^l} \rfloor \right) \lor \left( \lfloor \frac{x'}{4^l} \rfloor = \lfloor \frac{y'}{4^l} \rfloor \right) \right)
\]  

(1)

As an example, if Condition 1 is applied to the groups \([2, 5], [7, 15]\) (depicted on the top left corner of Figure 4), backward routing overlap occurs at level one as the next condition is true:

\[
\left( \lfloor \frac{2}{4^1} \rfloor \neq \lfloor \frac{5}{4^1} \rfloor \right) \land \left( \lfloor \frac{7}{4^1} \rfloor \neq \lfloor \frac{15}{4^1} \rfloor \right) \land \left( \left( \lfloor \frac{2}{4^1} \rfloor = \lfloor \frac{5}{4^1} \rfloor \right) \lor \left( \lfloor \frac{7}{4^1} \rfloor = \lfloor \frac{15}{4^1} \rfloor \right) \right) = \neg 1 \land \neg 3 \land (1 = 1 \lor (0 = 3)) = 1 \land 1 \land (1 \lor 0) = 1
\]

Since the overlapping groups cannot be reached in parallel by hardware-based multicast transactions, the selected combination of groups is not part of a valid multicast tree (Section 4). Nevertheless, the overlap can be removed by splitting some groups into smaller groups in such a way that the selected combination of groups (or part of it, if not enough source nodes are available at a particular tree step) can be reached.

To do so, a backward routing overlap removal mechanism has been implemented in the following way: the combination of pre-selected groups (which is implemented using a list) is checked for overlaps among groups, by following the groups from left to right (checking every group against all the others). When the first overlap is found, two lists of pre-selected groups are generated by splitting some groups: first, the latest group checked is splitted to remove dependencies (right group); second, the group/s already checked is/are splitted (left group/s). The remaining groups in the list are not rearranged at this point, if additional overlaps exist, they will be detected later. After that, two recursive calls are made with the two newly generated lists (that is, two branches of the solution tree are explored) and the procedure is executed until an overlap-free list of groups is selected. This technique guarantees that an overlap-free combination of size the number of source nodes from the list of pending destinations will be selected.

Figure 4 shows the solutions tree explored by the algorithm on a 16-node network with the following conditions: source node 8; original groups of adjacent destination nodes, \([0, 0], [2, 5], [7, 15]\). The circle represents the source node, rounded boxes denote group/s of adjacent nodes, and arrows represent algorithm decisions. Any path between the tree root to a leaf represents a solution to the hardware-based multicast tree problem. For instance, following the rightmost branches the solution is: during the first step of the tree node 8 sends the packet to group \([7, 15]\), during the second step two nodes in \([8, 8], [7, 15]\) send two copies of the packet to groups \([0, 0]\) and \([2, 5]\), respectively. As can be seen, the number of rounded boxes between the root node and a leaf is equal to the tree depth, which is equivalent to the number of steps of the multicast tree (two in the example).

The dotted ellipse highlights the point in a partial solution where a backward routing overlap is detected. Group \([2, 5]\) and group \([7, 15]\) share a link in their broadcast trees at switch level 1, as it is indicated in the network representation on the top left corner of the figure (the overlapping
groups are highlighted). The overlap resolution mechanism implemented performs two different rearrangements of the pre-selected groups ([2, 5], [7, 15]), as described above: first, group [7, 15] (right group) is split into groups [7, 7] and [8, 15]; second, group [2, 5] (left group) is split into groups [2, 3], [4, 5]. From this point two different solutions sub-trees are explored, as indicated in the figure, by performing two recursive calls to the backtracking procedure with the new two lists ([2, 5], [7, 7], [8, 15] and [2, 3], [4, 5], [7, 15]). As can be seen, by splitting the overlapping groups in this way, two alternative overlap-free group arrangements are explored.

5.2.2 Forward routing overlap

After arranging the selected groups of destinations in a backward routing overlap-free combination, it has to be verified if that particular combination of groups is reachable from the source nodes. Forward routing overlap occurs when there are not enough disjoint routes to reach the root nodes of the pre-selected destination groups from the available source nodes. As in the case of the backward routing overlap, splitting the destination groups into smaller groups in the appropriate way (described below) allows the overlaps to be removed.

The forward routing overlap detection depends, not only on the destination groups, but also on the source nodes and which nodes try to send to each destination group. In order to pro-
vide a simple solution to this problem, this is addressed in the following way. The algorithm accounts for the number of root switches (Section 3) a particular list of source nodes can reach in parallel at each switch level, starting with the highest level, for short capabilities. Each node is accounted only once, that is, the sum of the capabilities equals the number of nodes. Besides, it calculates the number of root switches per switch level a particular list of destination groups needs for them to be reached in parallel, for short needs. By comparing, level by level (in decreasing order), the routing capabilities of the sources with the routing needs of the destinations, limitations (which correspond to link overlaps) are detected. At each level, if the capabilities are greater than the needs, the remaining capabilities are moved to the immediate lower level and the comparison continues at that level. If the needs are greater than the capabilities a forward routing overlap is detected. This mechanism allows overlaps to be detected, while it is avoided to check all the possible combinations of source nodes against the destination groups.

The problem can be formalized in the following way:

Let array $c = (c_{L-1}, c_{L-2}, \ldots, c_0)$ denote the capabilities of a set of nodes in a network with $L$ switch levels, where $c_i$ denotes the capabilities of that set of nodes for level $i$.

Let array $n = (n_{L-1}, n_{L-2}, \ldots, n_0)$ denote the needs of a list of destination groups of adjacent nodes in a network with $L$ switch levels, where $n_i$ denotes the needs of those node groups at level $i$.

Let $d = (d_{L-1}, d_{L-2}, \ldots, d_0)$ be the array of differences between $c$ and $n$ calculated in the following way:

\[
d_{L-1} = c_{L-1} - n_{L-1} \\
d_i, i < L-1 = \begin{cases} 
  c_i - n_i & \text{if } d_{i+1} \leq 0 \\
  c_i - n_i + d_{i+1} & \text{if } d_{i+1} > 0 
\end{cases} \tag{2}
\]

A forward routing overlap exists when the following condition holds:

\[
\exists l \in \mathbb{N}, 0 \leq l < L \mid d_l < 0 \tag{3}
\]

Overlaps are checked in decreasing order of levels. When an overlap is detected, the forward routing overlap removal procedure selects all the groups at and above the level where the overlap is detected. Then, one of the groups is split to produce subgroups with the root switch at an immediate lower level. After that, a new call to the backtracking procedure is performed. If no additional overlaps are detected the algorithm proceeds as stated in Section 5.2.

This procedure is repeated for all the groups with root switches at the level where the limitation is detected and higher, one by one. This is done in this way because there is no knowledge about the particular groups that overlap, since no matching between source nodes and destination groups is done. This has been thought to be the less costly approach since, in the worst case, all the groups will be split; otherwise, all the possible pairs source node - destination group should be tested. If the resulting list of destinations has additional overlaps, they will be detected and removed on a later recursive call.

Figure 5 shows the solutions explored by the algorithm on a 16-node network with the following conditions: source node 2; original groups of adjacent nodes, $[0, 0], [3, 7], [9, 12]$. The ellipse indicates the point in a partial solution where a forward routing overlap is detected. In this case, group $[3, 7]$ and group $[9, 12]$ share a link at switch level 1 because the source nodes are attached to the same level 0 switch (nodes 2 and 0, in the example). This is indicated in the network.
representation on the top left corner of the figure (the rounded boxes indicate the overlapping groups). This overlap is detected with the mechanism described above based on source capabilities and destination needs. The source nodes at this point of the solutions tree are: node 2, and node 0 with capabilities $c = (1, 1)$. As can be seen in the figure, from nodes 0 and 2 in a 16-node network one root switch at level 1 can be reached, and additionally a root switch at level 0. As an alternative, two root switches at level 0 could be reached in parallel. The destination groups are: $[3, 7], [9, 12]$ with needs $n = (2, 0)$. The differences array according to Equation 2 is $d = (-1, 1)$. As there is a limitation at level 1, the list of destination groups has a forward routing overlap.

At this point the backtracking algorithm explores two solution sub-trees, each one resulting from splitting one of the two overlapping groups into smaller subgroups to remove the dependencies. First, group $[3, 7]$ is splitted into groups $[3, 3]$ and $[4, 7]$; second, group $[9, 12]$ is splitted into groups $[9, 11], [12, 12]$. After that, two recursive calls to the backtracking procedure with the new two pending destination lists ($[3, 3], [4, 7], [9, 12]$ and $[3, 7], [9, 11], [12, 12]$) are performed.

As described above and indicated in Algorithm 1, the routing overlap removal mechanisms are applied in a pre-defined order. When both overlap types exist in a particular set of destination groups to be checked, backward routing overlaps are removed first and, after that, forward routing overlaps are removed. As the backward routing overlap takes place in a later stage in packet routing, when the overlapping groups are splitted the resulting groups are bigger than the groups that would be obtained if the forward routing overlap was removed first. As the goal is finding the minimum steps multicast tree, reaching bigger groups as soon as possible will provide better solutions.

5.3 Greedy algorithm

A greedy hardware multicast tree algorithm (Algorithm 2) has been developed to provide an implementation with practical computational cost. The structure of this algorithm is based on the backtracking approach presented in previous section. The main difference is that no additional solutions are explored after the first solution is found. This solution will be demonstrated to be a good solution to the problem of finding the optimal hardware multicast tree.

The key factor of the greedy algorithm is an heuristic for choosing the group (or set of groups) to be reached during each step of the multicast tree. At any step of the hardware multicast tree, the optimal subset of groups of destination nodes to be selected is not known. Nevertheless, two properties of any given destination group give an indication of the potential capabilities of that group to reach additional destinations during subsequent multicast tree steps:

- the number of nodes in the group: the bigger the groups, the more destinations they are capable to reach in parallel. This indicates the maximum number of multicasts that might be transmitted in parallel in the next step by the corresponding group. This maximum number can be reached if there is no routing overlap.

- the level of the root switch for the group: this parameter gives an indication of the routing alternatives from that group to a given root switch (and, hence, to groups of adjacent nodes). This is related to the concept of routing capabilities presented in the previous section and is further explained below using the example in Figure 6.

Figure 6 provides some insight into this issue by comparing the routing capabilities of two groups composed of two nodes in a 16-node system. Figure 6(a) shows a 2-node group (group $[6, 7]$) with the root switch located at level 0. The capabilities array for this group is $c = (1, 1)$. This
Algorithm 2: multicast tree using a greedy algorithm

Procedure \texttt{greedy\_tree}
Input: the source nodes list (srcs), the destination nodes list (dests),
the sublist of destination nodes to be tested (dests\_to\_try),
Output: the partial solution being obtained (sol),
the steps of the partial solution being obtained (steps)
Note: the destination nodes list is sorted before the initial
call according to number of nodes and root switch level
begin
  copy srcs, dests, dests\_to\_try lists to local variables
  dests\_to\_try = next combination of \(|\text{srcs}|\) groups out of dests\_to\_try
  if backward\_routing\_overlap( dests\_to\_try )
  {
    /* generate two alternative lists where the overlap is removed */
    backward\_routing\_overlap\_resolution(dests\_to\_try, left\_try, right\_try)
    /* check one branch of the solutions tree */
    greedy\_tree(srcs, dests, right\_try, sol, steps)
  }
  else if (forward\_routing\_overlap(srcs, dests\_to\_try, limited\_level))
  {
    select a group in dests\_to\_try with level >= limited\_level
    /* generate an alternative list where the overlap
    is likely to be removed */
    dests\_to\_try = split\_a\_group(dests\_to\_try, group)
    greedy\_tree(srcs, dests, dests\_to\_try, sol, steps)
  }
  else
  {
    /* groups in dests\_to\_try are reachable in parallel,
    account for a new tree step */
    steps++
    /* update dests and srcs according to reached groups */
    update\_dests(dests\_to\_try, dests)
    update\_srcs(dests\_to\_try, srcs)
    update\_solution(sol)
    if (dests \neq \emptyset) /* still pending destinations */
    {
      greedy\_tree(srcs, dests, dests, sol, steps)
    }
  }
end
configuration allows reaching only one group with the root switch at level 1 and another group with the root switch at level 0 (two groups with the root switch at level 0 are reachable too). Figure 6(b) shows a 2-node group with the root switch at level 1 (group [7, 8]). The capabilities array for this group is $c = (2, 0)$. In this case, two groups with their root switch at level 1 are reachable in parallel, provided they do not share any link, as stated in Section 4. All the combinations of groups with root switches at lower levels are possible as well, that is: one group with the root switch at level 1 and one group with the group switch at level 0, or two groups with the root switch at level 0. As can be seen, the routing capabilities of the group in Figure 6(b) include those provided by the group in Figure 6(a).

Figure 6: Hardware-based multicast capabilities of two subgroups composed of 2 nodes.

Considering two disjoint groups of adjacent nodes, in order to compare their capabilities to reach additional destinations, several situations are possible:

- One of the groups has higher root switch level and more nodes. That group is the best one because its routing capabilities include and overcome all the others’.
- Two groups have the same root switch level. In this case, it is clear that the best group is the one with more nodes.
- Two groups have the same amount of nodes and different root switch level. The best one (in terms of multicast capabilities) will be the group with the higher-level root switch.
- In all the other cases the best group depends on the remaining destinations.

Taking into account the above considerations, the heuristic applied in the proposed algorithm consists of sorting the original list of destination groups in decreasing order of nodes and root switch level. In this way, the algorithm, which is based on the backtracking implementation, selects destination groups in the established order.

During the initial algorithm iteration, the first group in the list is selected as the destination for the first step of the multicast tree. Since this is the first step, with only one source and one destination group, the destinations can always be reached in parallel using a hardware-based multicast. For the following steps of the multicast tree, the next sublist of destination groups.
of size the number of source nodes (nodes that already received the message) out of the list of pending destination groups is selected. In this way, potentially better groups are selected first. If any routing overlap problem arises, it is solved in the same way used for the backtracking approach, with the difference that only the first alternative is explored.

The computational cost of the greedy algorithm is proportional to the multicast tree depth, and thus to the logarithm of the number of groups of adjacent destination nodes. This provides an approach that can be implemented in practice with low computational cost, with the limitation that finding the optimal solution is not guaranteed.

6 Results

As first step, the developed greedy algorithm has been tested in order to verify the optimal solution matching ratio. This has been done by comparing the solutions the greedy algorithm obtains with the optimal solution found using the backtracking algorithm. Tests have been conducted on configurations ranging from 16 to 4096-node networks, with faulty node percentages ranging from 0.1% to 10%. One thousand random faulty node mappings were generated for each configuration. Our tests show that the greedy algorithm finds an optimal solution for 99% of the cases. This percentage increases as the amount of faulty nodes decreases, being 100% when less than 1% of the nodes are faulty. A summary of the results is shown on Figure 7. Each colored area covers the configurations where the worst case tree depth (2, 3 or 4) is the same. It has to be mentioned that, as Figure 7 shows worst case values, the closer a given configuration is to its left area limit, the higher the probabilities for that configuration to be solved in one step less.

Detailed results of multicast trees on large-scale QsNET clusters are shown in Table 1. These tests have been designed to analyze the greedy algorithm performance when a fraction of the nodes is not operational. Networks with 1024, 2048 and 4096 nodes have been simulated. The
number of nodes not taking part in the multicast transaction has been varied from 0.2% to 1% in 0.2% intervals. One thousand random problems for each particular configuration have been solved using the algorithms presented in this report. The number of steps for the optimal trees are summarized in the table, where the notation \(x/y\) denotes a \(x\)-step tree with probability \(y\).

The results show that any practical situation, with a realistic amount of faulty nodes, is likely to be solved using a hardware-based multicast tree with only 2 steps. Only the largest configuration tested, 4096 nodes, will require 3 steps for 42% of the cases when 1% of the nodes are faulty.

On the one hand, these results indicate that the proposed greedy algorithm provides an optimal solution to most of the cases. On the other hand, since the tree depth is very short (a maximum of 4 steps are required in the worst case for the configurations tested) the QsNET collective communication support can be significantly improved.

In order to measure the impact of the proposed mechanism on the QsNET collective communication, several experiments have been conducted. The experimental evaluation has been performed on a 32-node cluster of Dell 1550, running Red Hat 7.1 Linux. Each node has two 1.13 GHz Pentium-III with 1GB of ECC RAM, and a Quadrics QM-400 Elan3 NIC attached to the network through a 66MHz/64-bit PCI bus.

Figure 8 shows the average time to perform a barrier synchronization on an empty network. The tree construction time is not taken into account, since it is computed once for each configuration. Results for 16- and 32-node network configurations are shown versus the number

<table>
<thead>
<tr>
<th>Network Size</th>
<th>Faulty Nodes 0.2%</th>
<th>0.4%</th>
<th>0.6%</th>
<th>0.8%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2048</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4096</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2/0.998</td>
<td>2/0.582</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3/0.002</td>
<td>3/0.418</td>
</tr>
</tbody>
</table>

Table 1: Optimal hardware-based multicast tree steps for different configurations.

Figure 8: Barrier synchronization latencies.
of faulty nodes. As expected, the latency of the software-based barrier used by the QsNET is insensitive to the number of nodes not taking part in the collective communication, when this is low. This is due to the fact that a slight reduction on the destination nodes has no effect on the multicast tree depth [4]. For a 32-node configuration with less than four faulty nodes, the latency is constant at approximately 17µs; while it slightly decreases when four faulty nodes are considered (15.9µs). On the other hand, it can be seen that the synchronization based on the hardware tree developed by us, significantly outperforms the software tree used by the QsNET. The latency required to barrier synchronize with no faulty nodes is 4µs in both configurations tested, which corresponds to a single multicast step. The time required to barrier synchronize the network with four faulty nodes or less is constant at 6.5µs for 16 nodes and 7µs for 32 nodes, since only two multicast steps are required. As can be seen, when the number of faulty nodes is low, our methodology provides between 50% and 60% faster synchronizations, for the configurations tested. We expect this performance gap to broaden with larger network configurations, since, as shown in Table 1, the scalability of our multicast mechanism is very good.

Figure 9 shows the results obtained with software-based broadcasts over a 32-node network, and buffers globally allocated in main memory (that is, with the same virtual address in all processes). As it has been shown for the barrier experiments, the performance of the software-based multicast is insensitive to the number of faulty nodes when there are only a few. Only the configuration with four faulty nodes, as can be seen from Figure 9(b), shows a slight improvement in latency. The peak bandwidth of 40MB/s is obtained for 32KB messages, while messages shorter than 64 bytes are delivered in less than 22µs.

When all 32 nodes in the network take part in the collective communication, the hardware based multicast can be directly used. In this case a peak bandwidth of 306MB/s has been measured for 256KB messages (top curve on Figure 10(a)). On the other hand, if several faulty nodes are considered, our hardware-based multicast tree is used. The results obtained are shown on Figure 10. As can be seen, the performance of the multicast tree developed by us is insensitive to the number of faulty nodes for the configurations we tested, since the destinations can always be reached in two multicast steps. The measured bandwidth of the hardware-based multicast tree reaches a peak of 124MB/s for 64KB messages. For the tested message sizes, the bandwidth...
provided by the hardware-based multicast tree, with faulty nodes, ranges between 60% and 40% of the bandwidth obtained with no faulty nodes. These results show that the hardware-based multicast tree significantly outperforms the software-based multicast tree, providing a collective communication that is twice as fast in the worst case.

7 Conclusions

This paper presented hardware-based multicast trees as an alternative to overcome the limitations of the hardware support for multicast provided by the Quadrics network. A backtracking algorithm to calculate minimum latency hardware-based multicast trees is presented (Algorithm 1). As the backtracking implementation has an exponential cost, a greedy algorithm (Algorithm 2) has been developed in order to provide an alternative with lower computational cost; and, hence, suitable to be implemented in the QsNET system libraries.

The proposed mechanism has been applied to solve a number of random configurations for different network sizes. The greedy algorithm has been shown to find optimal solutions for the majority of the tested configurations. In addition, on systems where a realistic number of faulty nodes is considered, any multicast transaction can be performed using a hardware-based multicast tree with only two steps. That means that the hardware-based multicast tree mechanism would significantly outperform the behavior of the software-based multicast, used by the QsNET, on a large-scale network.

Results for barrier synchronization and broadcast, obtained on a 32-node cluster, show that the hardware-based multicast tree mechanism significantly outperforms the QsNET software-based multicast (barrier latencies are reduced to a half, while broadcast bandwidths are doubled). This effect is likely to increase as the network size increases due to the poor scalability of the software-based multicast when compared to the hardware-based multicast tree we propose. These results show that hardware-based multicast trees provide a scalable and fault-tolerant alternative to software-based multicast trees, while overcoming the limitations of the hardware support for collective communication.
As future work the authors plan to fully integrate the proposed mechanism into the QsNET software. A further experimental evaluation of the mechanism with larger network configurations, and the impact of this technique on real applications and job scheduling tools, are future venues of research too.
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