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AIM AND SPECIFIC OBJECTIVES

To access the information contained in
digital historical text documents its trans-
cription is necessary. Transcriptions can be
achieved by using Handwritten Text Recog-
nition (HTR) on digitalized pages or using
Automatic Speech Recognition (ASR) on the
dictation of the contents.

In this work, we will check the effective-
ness of a third option, that is using both sys-
tems in a multimodal combination.
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EXPECTED RESULTS

Preliminary results show that our mul-
timodal system improves the HTR baseline
despite the huge error in the ASR baseline.
However, as we can see to get a significant
improvement it is necessary to perform an
iterative multimodal recognition.

80
HTR

ASR [
Multimodal Imm |
Multimodal iter. Imm

70 F

60

50

40

30 F

Recognition error (%)

20 r

10

We expect to obtain highly significant re-
sults in the non-iterative multimodal sys-
tem using robust modeling techniques along
with new techniques of multimodal interac-
tion and combination.
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Aim

To reduce the error in the recognition of handwritten text at both word (WER) and character
(CER) level.

Objectives

. To study the techniques of morphological and acoustic modeling.
. To study the use of Recurrent Neural Networks (RNN) on the morphological and acous-

tic modeling with Long Short-Term Memory (LSTM) features.

. To study the techniques of writer and speaker adaptation.
. To study the iterative and non-iterative multimodal interaction.
. To study the combination of word graphs.
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POSSIBLE USES

The HTR and ASR problems are formu-
lated in a very similar way that allows in-
tegration into a multimodal system. The
unimodal formulation is: given a hand-
written text image or a speech signal en-
coded into the feature vector sequence & =
(.171, Loy o ,ZCT), fmdmg the most 111(€1y
word sequence W = (wyws . .. w;), that is:

W = arg max Pr(w|7)
w

W = arg max Pr(Z|w) Pr(w)
Where, Pr(z|w) is the morphologic or
acoustic model and Pr(w) is the language
model.

The results of this research could be used to create assistance systems that combine handwri-
ting with speech. Some utilities might be:

1. As assistance in transcription of historical
text documents.
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